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On the convergence of gradient descent for wide two-layer neural networks 
 
 
Abstract. Many supervised learning methods are naturally cast as optimization problems. For prediction 
models which are linear in their parameters, this often leads to convex problems for which many guarantees 
exist. Models which are non-linear in their parameters such as neural networks lead to non-convex 
optimization problems for which guarantees are harder to obtain. In this talk, I will consider two-layer neural 
networks with homogeneous activation functions where the number of hidden neurons tends to infinity, and 
show how qualitative convergence guarantees may be derived. I will also highlight open problems related to 
the quantitative behavior of gradient descent for such models. (Based on joint work with Lénaïc Chizat, 
https://arxiv.org/abs/1805.09545, https://arxiv.org/abs/2002.04486.) 
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The link of the zoom-room of the meeting and the corresponding password will be announced the day 
before the talk on the mailing list of the seminar, to which one can subscribe on https://owos.univie.ac.at.  


