Superfast second-order methods for
Unconstrained Convex Optimization

Yurii Nesterov, CORE/INMA

UCLouvain, Belgium

One World Optimization Seminar (OWOS)

June 29, 2020

1/10



Recent developments: Tensor Methods

Problem: mig f(x) where f(-) is a differentiable function on E.
x€

Taylor approximation:
P
Qe ply) = f(x) + kZ aDMF()ly —x]*, y €E,
=1

where D¥f(x)[h] is the kth-order derivative of f(-) at x € E

along direction h € E.

Lipschitz continuity \ |DPF(x) — DPF(y)|| < Lpl|x — y| \ x,y €E,

where the norm || - || is Euclidean and p > 1.

Augmented Taylor approximation:

Qepr(y) = Qeply) + woylly = x[IP*t, y € E.

Main property: f(y) < QX,,,VLP(y) for all y € E.




Implementability (p > 1)
Th. (N.2019) If f(-) is convex and H > pL,, then Q, , y(-) is convex.

NB: For p =3, function 73 4+ Hr*, 7 € R, is never convex.

N

Corollary. The point | T, y(x) = arg mig Qu p.H(y) | is computable.
ye

Basic Tensor Method: ‘Xk+]_ = TPVH(X;()‘ Convergence: O(k~P).

Accelerated Tensor Methods. Convergence: O(k—(P+1)).

(Baes 2009, N.2019. Tool: Estimating sequences.)

Extensions (Monteiro, Svaiter (2014) for p = 2) O(k—Gr1)/2),

NB: Very expensive line search (Bubeck, Jiang, Lee, Li, Sidford (2019),
Gasnikov, Gorbunov, Kovalev, Mohhamed, Chernousova (2019)).

Maximal rate (Agarwal, Hazan (2017), Arjevani, Shamir, Shiff (2017))
O(k=Gpt1)/2) . p=2 = O(k~7/?), p=3 = O(k™>).
Main difficulty: Implementation of Tensor Step.



Accelerated 3rd-order method (N.2019)

|D3f(x) — D*f(y)|| < Lsllx — y|l, x,y € E.
Augmented Taylor Polynomial:

Quepr(h) = F(x) + (F(x), h) + 3{F"(x)h, h)
+E D3 ()M + 2 hll*

Assumption:

Main Theorem: |D3f(x)[h] = f”(x) + L|/h||?I | for all x, h € E,

where [ is the identity matrix.
Proof: Vx,heE = 0= f"(x—h) =< f"(x)— D3f(x)[h] + %HhHQI. O

Corollary: for function p.(h) = 3(f"(x)h, h) + L||h||*, we have
(1= 25) Pilh) 2 o, () = (14 35 ) i(h).

Thus, we can use relative non-degeneracy condition!
(Bauschke, Bolte, Teboulle (2016), Lu, Freund, N. (2018))



Relative non-degeneracy

Convex problem: f* =min f(x).
x€E
Scaling function: p(+) is strictly convex.

Relative non-degeneracy:  pup’(x) < f’(x) 2 Lp”(x) Vx €E.

Bregman distance: Bp(x,y) = ply) — p(x) = (p'(x),y — x).
Main property:  16,(x.y) < Sr(x.y) < Lf,(x.y) ¥x.y €E.

Bregman-Distance Gradient Method (BDGM):
Xk41 = arg meig[f(xk) + (f'(xk), x = xic) + LBy (xk, X)), k = 0.

(Nonsmooth: Beck, Teboulle, ORLetters(2003). Smooth: N.
MP(2005).)

Convergence: for v = i and k > 0 we have
Bo(Xier1,X*) < (1= 7)Bp(Xs1,x*) — 57 (Fxi) — £7).

Our case: u:l—%, L=1+-1, ~y=3-2V2>1%
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Accelerated 3rd-order method

Let xo € E, to(x) = [[x —xo

Iteration k > 0: 1. Define v, = arg miE Yr(x) and y, = Xk + Ak - V.
NS

2. Set pi(h) = (F'(vk), h) + 3(F"(vi)h, h) + g D> F(yi) [P + S [1ll*,

p(h) = 3(F"(yi)h, h) + 52| |h||*. Set hxo = 0 and iterate BDGM:

i1 = arg min {@k(hk Db — i) + LB, (heis h)}, i>0.
When stop at ix, define xe1 = yi + hij, -

3. Update ¥xy1(x) = ¥x(x) + arpa[f (us1) + (F (kt1), X — Xur1)]-

4 A= 7L3 (%)3(§)4, a1 = Ary1 — Ak

Convergence: O(k™*). Question: What is the order of this method?
NB: We use D3f(yi)[h]* = lim Z[f'(yic +7h) + f'(yi — 7h) = 2f'()].
T—

WHAT ABOUT THE “LOWER BOUND” O(k~7/2)?
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Implementation details

What do we need:
1. Justification of tensor methods with inexact tensor steps.

2. Justification of BDGM with inexact gradients.

What do we get:

Second-order method with the rate of convergence O(k™*).

Complexity of iteration: ~ O(In 1) calls of oracle.

Problem class: functions with bounded fourth derivative.
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Conclusion

1. Denote M,(f) =sup ||DPf(x)||. Then Ms(f) < \/2Ma(f)Ma(f).

x€eE

Thus, there is no contradiction with the lower bound O(k~7/?).

2. Expansion of the lower-order methods onto the field of high-order
methods.

The rate of convergence is the same!

3. Old situation: Problem class < Order of the method.
This is 1D-picture.

4. New situation: 2D-picture.

Parameters: Order of bounded derivative +  Order of the method.

We need to fill the table!
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Some hints for future research

1. Functions with bounded 2rd derivative |> O(k~?2)

k=1 '
Worst function: f5(x) = [x(M]2 + 3 [x(+1) — x()]12 — x(1),
i=1

NB: Derivatives of order p > 3 are zeros. No help from bounding them.

2. Functions with bounded 3rd derivative |> O(k~7/?)

k=1 )
Worst function: £(x) = [xM3 4+ 37 |x(#1) — x()}3 — x(1),

i=1
NB: 3rd derivative is discontinuous. There is no high-order derivatives.

3. Functions with bounded 4th derivative | > O(k™°)

k=1 )
Worst function: f;(x) = [xM* 4+ 37 |x(#1) — x4 — 5 (1),
i=1
NB: Derivatives of order p > 5 are zeros. No help from bounding them.

Hint: Bounds (1) and (3) are indeed unimprovable.
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THANK YOU FOR YOUR ATTENTION!
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