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- problems too difficult to solve directly
mixed 0-1, linear, quadratic, or nonlinear programs
- problems with partial separable structure complicating variables: block diagonal 2nd-stage constraints, coupled with 1st stage
complicating constraints, separable objective
- problems of problems equilibrium problems, games, variational inequalities
- information not accesible in ML, commercial oracles
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## Primal-Dual

It all depends on the output of interest

## Illustration with a simple example
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## A less simple example

Two power plants
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\end{gathered}
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$$
\text { for instance, }\left\{\begin{aligned}
\min & \langle\mathcal{F}, x\rangle+f_{T}\left(y_{T}\right)+f_{H}\left(y_{H}\right) \\
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## Dual scissors: Lagrangian relaxation

$$
\left\{\begin{array}{rlll}
\min & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d
\end{array} \longrightarrow \begin{array}{c} 
\\
\end{array}\right.
$$

## Dual scissors: Lagrangian relaxation

$$
\left\{\begin{array}{cll}
\min & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d \\
& \overleftrightarrow{I}
\end{array} \Longrightarrow \begin{array}{cc}
L(x, y, u)= & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
& +\left\langle u, d-y_{T}-y_{H}\right\rangle \\
& = \\
L_{T}\left(x, y_{T}, u\right)+L_{H}\left(y_{H}, u\right) \\
& +\langle u, d\rangle
\end{array}\right.
$$

## Dual scissors: Lagrangian relaxation

$$
\begin{aligned}
& \int \min f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
& \text { s.t. }\left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d \quad \leftrightarrow \mathbf{u} \\
& L(x, y, u)=f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
& +\left\langle u, d-y_{T}-y_{H}\right\rangle \\
& =L_{T}\left(x, y_{T}, u\right)+L_{H}\left(y_{H}, u\right) \\
& +\langle u, d\rangle \\
& \left\{\begin{array}{rl}
\min _{x, y} \max _{u} & L(x, y, u) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right.
\end{aligned}
$$

## Dual scissors: Lagrangian relaxation

$$
\left\{\begin{array}{rlrl}
\min & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) & & L(x, y, u)= \\
& & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} & & +\left\langle u, d-y_{T}-y_{H}\right\rangle \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d & \leftrightarrow \mathbf{u} & \\
= & L_{T}\left(x, y_{T}, u\right)+L_{H}\left(y_{H}, u\right) \\
& & +\langle u, d\rangle
\end{array}\right.
$$

DUAL maxmin replaces minmax

$$
\left\{\begin{array}{cl}
\max _{u} \min _{y} & L(x, y, u) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right.
$$

## Dual scissors: Lagrangian relaxation

$$
\left\{\begin{aligned}
\min & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d
\end{aligned} \leftrightarrow \mathbf{u}\right.
$$

$$
\begin{aligned}
L(x, y, u)= & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
& +\left\langle u, d-y_{T}-y_{H}\right\rangle \\
= & L_{T}\left(x, y_{T}, u\right)+L_{H}\left(y_{H}, u\right) \\
& +\langle u, d\rangle
\end{aligned}
$$

DUAL maxmin replaces minmax

$$
\left\{\begin{array}{rl}
\max _{u} \min _{y} & L(x, y, u) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right.
$$

$$
\max _{u} \theta_{T}(u)+\theta_{H}(u)+\langle u, d\rangle
$$

## Dual scissors: Lagrangian relaxation

$$
\left\{\begin{aligned}
\min & f_{T}\left(x, y_{T}\right)+f_{H}\left(y_{H}\right) \\
\mathrm{s.t.} & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d \quad \leftrightarrow \mathbf{u}
\end{aligned}\right.
$$

DUAL maxmin replaces minmax

$$
\left\{\begin{array}{cl}
\max _{u} \min _{y} & L(x, y, u) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right.
$$

$\max _{u} \theta_{T}(u)+\theta_{H}(u)+\langle u, d\rangle$

$$
\theta_{T}(u):=\min L_{T}\left(x, y_{T}, u\right):\left(x, y_{T}\right) \in \mathcal{S}_{T}
$$

for

$$
\theta_{H}(u):=\min L_{H}\left(y_{H}, u\right): y_{H} \in \mathcal{S}_{H}
$$

## Dual scissors: Lagrangian relaxation à la bundle

$$
\begin{aligned}
& \int \min f_{T}\left(y_{T}\right)+f_{H}\left(y_{H}\right) \\
& \text { s.t. } \quad x \in\{0,1\}, y_{T} \in \mathcal{S}_{T} \\
& y_{T} \leq x y^{u p} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d \quad \leftrightarrow \mathbf{u} \\
& L(y, u)=f_{T}\left(y_{T}\right)+f_{H}\left(y_{H}\right) \\
& +\langle u, d\rangle \\
& \text { DUAL maxmin replaces minmax } \\
& \left\{\begin{array}{cl}
\max _{u} \min _{y} & L(x, y, u) \\
& \text { s.t. } \\
& \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right. \\
& \max _{u} \theta_{T}(u)+\theta_{H}(u)+\langle u, d\rangle
\end{aligned}
$$

## Dual scissors: Lagrangian relaxation à la bundle

$$
\left.\begin{array}{l}
\left\{\begin{array}{cl}
\min & f_{T}\left(y_{T}\right)+f_{H}\left(y_{H}\right) \\
\text { s.t. } & x \in\{0,1\}, y_{T} \in \mathcal{S}_{T} \\
& y_{T} \leq x y^{u p} \\
& y_{H} \in \mathcal{S}_{H} \\
& y_{T}+y_{H}=d
\end{array} \leftrightarrow \mathbf{u}\right.
\end{array}\right\} \text { DUAL maxmin replaces minmax } \quad \begin{aligned}
& \text { max }
\end{aligned}
$$

$$
\left\{\begin{array}{cl}
\max _{u} \min _{y} & L(x, y, u) \\
\text { s.t. } & \left(x, y_{T}\right) \in \mathcal{S}_{T} \\
& y_{H} \in \mathcal{S}_{H}
\end{array}\right.
$$

$\max _{u} \theta_{T}(u)+\theta_{H}(u)+\langle u, d\rangle$

$$
\theta_{\mathrm{T}}(\mathbf{u}) \approx \min L_{T}\left(x, y_{T}, u\right):\left(x, y_{T}\right) \in \mathcal{S}_{T}
$$

for

$$
\theta_{\mathbf{H}}(\mathbf{u}) \approx \min L_{H}\left(y_{H}, u\right): y_{H} \in \mathcal{S}_{H}
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## Can we have both $(x, y)$ and $u$ ???

Need primal-dual scissors
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- Good, closes duality gap
- Bad, puts back together the technologies
- Also: inexact calculations make it difficult to manage parameter $r$

Need to sharpen our scissors

$$
L^{\#}(x, y, u, \boldsymbol{r})=L(x, y, u)+r\left|d-y_{T}-y_{H}\right|_{1}
$$

$\mathbf{r}$ is a dual variable

## Generalized Augmented Lagrangians (GAL)

$$
\left\{\begin{array} { c l } 
{ \operatorname { m i n } } & { f _ { T } ( x , y _ { T } ) + f _ { H } ( y _ { H } ) } \\
{ \operatorname { s . t . } } & { ( x , y _ { T } ) \in \mathcal { S } _ { T } , y _ { H } \in \mathcal { S } _ { H } } \\
{ } & { y _ { T } + y _ { H } = d }
\end{array} \Longleftrightarrow \left\{\begin{array}{rl}
\min & \varphi(x) \\
\text { s.t. } & x \in X \\
& h(x)=0
\end{array}\right.\right.
$$
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Need a "wedge" to close duality gap and bring magenta curve closer to blue one
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is a proposal to address these issues
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Theorem: $0 \in \sigma$-simplex is equivalent to

- $0 \in \partial_{\varepsilon} \theta(\tilde{u}, \tilde{r})$
- One $x^{i_{\text {best }}}$ in the $\sigma$-simplex is primal feasible: $h\left(x^{i_{\text {best }}}\right)=0$
$\Longrightarrow x^{i_{\text {best }}}$ approximate solution for original problem
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## Theorem:

1. Noise attenuation loop is finite
2. There is a primal feasible limit point $\bar{x}^{i_{\text {best }}}$ that is approximately optimal
3. If the dual sequence has accumulation points, they solve approximately the dual problem
4. For existence of dual accumulation points, see "Convex proximal bundle methods in depth" MP2014

## Solving difficult problems with PDBM for GAL

DC problems with explicit nonconvexity ( exact solution of subproblems)
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|  | PDBM | MSM | (Gas02) | ENUM |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | avg | stdev | avg | stdev | avg | stdev |
| $\Delta \varphi$ | $-1 \mathrm{E}-03$ | $3 \mathrm{E}-03$ | $-7 \mathrm{E}-02$ | $3 \mathrm{E}-01$ | 0 | 0 |
| $h(\bar{x})$ | $4 \mathrm{E}-08$ | $3 \mathrm{E}-08$ | $1 \mathrm{E}-03$ | $6 \mathrm{E}-03$ |  |  |
| \#primal | 25 | 42 | 105 | 115 |  |  |
| CPU (s) | 5 | 8 | 21 | 36 | 209 | 515 |

## Solving difficult problems with PDBM for GAL

Unit-commitment problems ( inexact solution of subproblems, using ADMM)

$$
\begin{cases}\min & \sum_{i \in I}\left(\left\langle\mathcal{F}, x_{i}\right\rangle+C_{i}\left(y_{i}\right)\right) \\ \text { s.t. } & \left(x_{i}, y_{i}\right) \in \mathcal{S}_{i} \\ & \sum_{i} y_{i}=D\end{cases}
$$
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& h(x, y)=z-y=0
\end{array}\right.\right.
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augmented with $\sigma(\cdot)=|\cdot|_{1}$ gives

$$
L(x, y, z, u, r)=L_{0-1}(x, y, u)+L_{\text {cont }}(z, u)+r|y-z|_{1}
$$
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## Solving difficult problems with PDBM for GAL

Unit-commitment problems ( inexact solution of subproblems, using ADMM)
Very good performance, provided $r_{0}$ is well chosen (not too large)
Results for 56 synthetic instances, horizon from 1 to 7 days, hourly discretization

|  | PDBM |  | MSM | (Gas02) |
| :--- | ---: | ---: | ---: | ---: |
|  | avg | stdev | avg | stdev |
| Gap(\%) | 4.5 | 6.5 | 14.6 | 12.1 |
| $h(\bar{x})$ | $4.5 \mathrm{E}-03$ | $7.2 \mathrm{E}-04$ | $5.3 \mathrm{E}-03$ | $1.1 \mathrm{E}-03$ |
| \#primal | 105 | 52 | 208 | 131 |
| CPU (s) | 96 | 121 | 148 | 140 |
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